Designing a Multi-Level Blood Supply Chain Network With the Likelihood of Shortage and Perishability in the Inventory
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Abstract

Blood is a vital substance for human life. A blood unit goes through various stages from its donation by the donor until its reception by the person in need of blood. This process can be explored in the context of supply chain management. For this purpose, a mathematical model is developed in this study to design a blood supply chain network. The noticeable feature of this network is the inclusion of the shortage and perishability of blood products as two important indicators. The mathematical model proposed in this regard has the two objective functions of minimizing the blood supply chain costs and, at the same time, maximizing the average amount of blood sent from blood centers to hospitals. The model examines the problem in the case of a single product. The modified weighted Chebyshev, the improved version of ε-constraint (AUGEMCON2), and unscaled goal programming are used to solve the mathematical model. Then, to evaluate and compare the proposed solution methods and select the best one, the statistical hypothesis test and the VIKOR technique are used respectively. Also, to investigate the reaction of the objective functions to the changes in the model parameters, several sensitivity analyses are performed. The results show that the model proposed for the blood supply chain is efficient and acceptable; hence, it can be of benefit in different types of blood supply chains where the shortage and perishability of blood products are taken into account.

Introduction

Body health is vital to human life and has significant impacts on many aspects of life. Nowadays, advances in science and technology have greatly improved human health. The great bulk of research conducted in various scientific fields shows the undeniable importance of health for human activities. In this regard, blood plays a vital role, hence worth addressing. Despite efforts to find an alternative to blood, none has been found yet. In other words, the only way to supply the blood needed by patients is to receive it from one human body and inject it into another body, which involves certain processes. Initially, the donor refers to a blood donation center. The received whole blood is then sent to the corresponding laboratories to be converted into blood products. The types of blood products and the characteristics of each are reported in Table 1. Finally, the products are distributed among hospitals and demand centers.
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to be injected into those in need. Since all these processes are related, they can be best managed in a supply chain network. This issue has attracted academics and stakeholders ([13]).

<table>
<thead>
<tr>
<th>Blood products</th>
<th>Usage</th>
<th>Shelf life</th>
<th>Color</th>
<th>Storage conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole blood</td>
<td>Trauma</td>
<td>21 - 35 days</td>
<td>Red</td>
<td>18 - 24 °C</td>
</tr>
<tr>
<td></td>
<td>Surgery</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Red cells</td>
<td>Trauma</td>
<td>42 days</td>
<td>Red</td>
<td>2 - 10 °C</td>
</tr>
<tr>
<td></td>
<td>Surgery</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Anemia</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blood loss</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blood disorders</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Platelets</td>
<td>Cancer treatment</td>
<td>3 - 7 days</td>
<td>Colorless</td>
<td>20 - 24 °C</td>
</tr>
<tr>
<td></td>
<td>Organ transplant</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Surgery</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plasma</td>
<td>Burn patients</td>
<td>1 year</td>
<td>Yellowish</td>
<td>Less than or equal to -30 °C</td>
</tr>
<tr>
<td></td>
<td>Shock</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bleeding disorders</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cryo</td>
<td>Hemophilia</td>
<td>1 year</td>
<td>White</td>
<td>Less than or equal to -30 °C</td>
</tr>
<tr>
<td></td>
<td>Von Willebrand disease</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Lack of blood supply can lead to loss of lives. On the other hand, over-donation and lack of proper management can lead to blood loss and increased costs. Therefore, to prevent the shortage or loss in the inventory of blood products, different components of a blood supply chain have to be integrated. Besides, the reliability of blood centers for the on-time delivery of blood is a crucial factor. Designing an efficient blood supply chain network, thus, seems to be necessary. On this account, the present study gains importance for the following reasons:

- Human blood is a precious and rare substance formed only by man himself, and there is no alternative for it in the outside world;
- Managing such a valuable substance requires proper and accurate planning;
- Balancing the supply and demand of blood efficiently is problematic because blood and its derivatives are perishable;
- Lack of blood or delayed delivery of blood products to patients leads to their death. This may lead to a crisis in the case of pervasive incidents.

In addition, the novelties of this study are as follows:

- Designing a suitable blood supply chain network which integrates the diverse levels of the chain;
- Maximizing the reliability of blood centers to meet the needs of demand points;
- Minimizing the amount of spoiled blood in the chain;
- Minimizing the shortage of blood products;
- Minimizing the total costs of the blood supply chain;
- Calculating the optimal quantity of the donated blood and the blood sent from blood centers to demand points, the blood inventory in blood centers and demand points at the end of each period, and the optimum number of fixed and mobile blood centers.

The rest of this manuscript is organized in several parts. In the second part, the literature is reviewed in different categories. The third part is dedicated to the description of the recommended mathematical model. The fourth part proposes exact methods to solve the mathematical model, including modified weighted Chebyshev, the improved version of ε-constraint (AUGEMCON2), and unscaled goal programming. In the fifth part, after some numerical examples, the computational results of the model are evaluated with the GAMS software, and the criteria are defined to compare the proposed model. In the following, statistical analyses are performed, and a superior solution method is selected from the proposed
ones. Then, to examine the reaction of the objective functions to the change of the model parameters, several sensitivity analyses are carried out. Next, some managerial implications related to our paper are presented in part seven. Finally, the last part presents the conclusion of the study and suggestions for future research.

**Literature review**

In order to provide a better understanding of the subject, the corresponding literature is reviewed in several areas.

**Supply chains for perishable products**

The management of supply chains for perishable products has long been the focus of many scholars. In general, perishable goods are the products that lose their value over time and may become unusable. The research on perishable items began with [44]. [14] conducted the first research about the effect of perishable goods on the performance of supply chain inventories. In this regard, [29] presented a model to study the inventory management of perishable products.

Basically, the proper management of perishable goods can play an influential role in the performance of a supply chain, including reducing the costs of various parts of the chain, improving the performance of distribution units for the on-time delivery of goods to demand points, and even reducing environment pollutants. [9] presented a multi-period inventory and a pricing model to design a single-product supply chain with a fixed consumption period. For this purpose, they used the Wagner-Whitin dynamic programming method. Perishable and non-perishable products were also used to investigate the problem. [41] developed an economic output quantity model for perishable goods in a two-level supply chain to maximize profits by identifying the optimal selling price and credit period as well as the appropriate time. In another study, [40] proposed a simulation model using the dynamic systems method to study the behavior and the relationships in fruits and vegetables supply chains. [43] presented a three-level supply chain including a manufacturer, a distributor and a retailer to optimize the inventory control policies for perishable products. [30] designed a multi-objective mathematical model and worked out the problem of routing a drug distribution network to hospitals and other points of demand. They took into account the expiration date of the manufactured drugs. In another study, [35] suggested a supply chain model to identify the optimal policy for ordering several types of perishable goods under conditions of inflation and the possibility of shortage and delays in payment.

**Blood supply chain**

Studies on the management of supply chains for perishable products in general and blood products in specific were started in the 1960s by [42]. [16] developed a model utilizing Markov dynamic programming and a simulation method for blood banks in the Netherlands. Their study focused more on the costs of producing and managing blood platelet. [6] evaluated the problem of blood collection. They tested their model considering the cost of setting up fixed and mobile blood collection bases. Their model regarded different blood collection processes, donor behavior, and required human resources. The model was implemented in France as a case study. [18] developed integer programming models to decide which hospitals should be enclosed by blood transfusions from blood donation bases on a daily basis. [12] designed a model for a supply chain network in crises. The outcome of the model was the optimal locations for the construction of facilities and the optimal allocation of demand points to the supply points.
of blood products. [19] investigated the effects of inventory concentration on the stability of blood supply chains. By presenting a mathematical model and comparing the results with the situation where the inventories were distributed in a decentralized network, they concluded that the concentration of the inventory in a blood supply chain makes it more stable. [34] studied blood inventory management through mathematical modeling. They identified several independent sources of blood supply as perishable instances. They used an extensive dataset from a healthcare center to validate their model. [11] introduced a multifunctional competitive supply chain network model for the blood banking industry, focusing on the United States. There were economic relations among three rows of stakeholders including blood service organizations, hospitals or health centers that donated blood to patients, and payment groups to which the patients belonged. Furthermore, the supply chain framework for this life-saving product included competition between blood service organizations and their various supply chain activities. Recently, [17] have presented a robust two-objective optimization model to design blood supply chains resistant to disaster scenarios. They suggested a Lagrangian-based algorithm that was able to solve large-scale models. In the study by [15], a dynamic, robust location-allocation model was proposed to design a blood supply chain network under the hazards of facility disruption and uncertainty in catastrophic conditions. On a large scale, two meta-heuristic algorithms including the self-adaptive imperialist competitive algorithm and the invasive weed optimization algorithm were introduced to unravel the model. [20] studied stimulus measures through advertising, education, and medical credit so as to inspire blood donors to maintain adequate blood supply. In that study, a flexible, robust feasibility-random mixed programming model was proposed.

**Research gap**

As mentioned, blood is a rare and highly perishable substance the lack or shortage of which can lead to the loss of lives of those who need it. Excessive donation and improper management can also cause blood loss and increased costs. To properly manage the blood inventory and prevent the shortage of blood products, it is essential to integrate the different components of the supply chain and examine all the chain levels together. Also, the reliability of blood centers in the on-time delivery of blood is a critical factor that should be seriously considered. A blood supply chain with integrated levels can increase the reliability of blood centers in delivering blood products to demand points.

At the end of the literature review, Table 2 shows a summary of the literature review.

<table>
<thead>
<tr>
<th>Authors (Year)</th>
<th>Problem</th>
<th>Objective(s)</th>
<th>Network’s element</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Inventory</td>
<td>Location</td>
<td>Allocation</td>
</tr>
<tr>
<td>[35]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[16]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[41]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[18]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[6]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[40]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[30]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
Model description

Although a great deal of research has been done on blood management, much of it has only examined a specific level of blood supply chains; only a few studies have dealt with different levels of the chains. So, the inclusion of all the influential factors in a chain is a step to optimize it. The present study introduces a mathematical model to design a proper blood supply chain network. The model is a bi-objective one to minimize the total costs of the blood supply chain and maximize the reliability of blood centers to send blood products to demand points. It examines the chain in a single-product mode, but the product has a limited consumption time. After the expiration of the intended time, it becomes corrupt and unusable. The blood supply chain proposed in this study is illustrated in Fig. 1. The chain includes donors, mobile blood collection units, fixed blood collection units, primary blood centers, and hospitals.

The assumptions made for the designed blood supply chain network are as follows:

- Blood donors can donate their blood to any mobile or fixed blood collection unit, taking into account the specified geographical distance. However, blood donation does not take place in the main blood centers.
- Mobile blood collection units are only responsible for collecting the donated blood and transferring it to the main blood centers. They lack the equipment needed to produce blood products.
- Fixed blood collection units are the centers that not only collect the donors’ blood but are also responsible for performing the required tests and producing blood products. However, the facilities of these centers are not as large as those in the main blood centers. It is, thus, possible to send some donated blood to the main blood centers to...
perform certain processes on it. Also, the blood products produced by the fixed blood collection units are sent directly to the demand points.

- The main blood centers can perform all the necessary processes on the blood. After receiving the collected blood from the mobile or fixed blood collection units, the main blood centers convert it into blood products, which are finally sent to the demand points.
- The proposed mathematical model examines the problem in the form of a single product.
- The fixed blood collection units as well as the main blood centers have uncertainties in delivering blood products to the demand points. They may not be able to meet the needs of hospitals over a period. This uncertainty obeys an exponential distribution with average $\lambda_{it}$ (for the main blood centers) and $\lambda_{ut}$ (for the fixed blood collection units). Thus, the average of the total blood products sent from the main blood centers and the fixed blood collection units to the demand points is equal to $V_{jht} e^{-\lambda_{j}\tau} + H_{ut} e^{-\lambda_{u}\tau}$.

**Mathematical model**

Before the description of the proposed mathematical model, the indices, parameters and decision variables used in it are defined as follows:

**Indices**
- $i$: Number of blood donor groups
- $j$: Number of main blood centers
- $h$: Number of hospitals
- $t, t'$: Number of periods with interval $\tau$ (i.e., $t, t' = 1, 2, ..., T$)
- $m, e$: Number of candidate locations for the presence of mobile blood collection units (i.e., $m, e = 1, 2, ..., M$)
- $n$: Number of mobile blood collection units
- $u$: Number of fixed blood collection units

**Parameters**
- $Ca_j$: The capacity of main blood center $j$
- $d_{1im}$: The distance of donor group $i$ from place $m$
- $md$: The maximum distance that blood centers can cover
- $BN$: A big positive number
- $CM_{ment}$: The cost of moving mobile blood collection unit $n$ from location $e$ to location $m$ in period $t$
- $MCa_n$: The maximum blood donation capacity of group donors $i$ in period $t$
- $CO_{1mnt}$: The operation cost of receiving blood from donors in mobile blood collection unit $n$ at location $m$ in period $t$
- $CO_{2uht}$: The operation cost of receiving blood from donors in fixed blood collection unit $u$ in period $t$
- $CS_{1njwt}$: The cost of sending a whole blood unit from mobile blood collection unit $n$ at location $m$ to main blood center $j$ in period $t$
- $CS_{2ujwt}$: The cost of sending a whole blood unit from fixed blood collection unit $u$ to main blood center $j$ in period $t$
- $Ca_n$: The capacity of mobile blood collection unit $n$
- $Ca_u$: The capacity of fixed blood collection unit $u$
- $d_{2iu}$: The distance of donor group $i$ from fixed blood collection unit $u$
- $\alpha_j$: The inability rate of main blood center $j$ to send blood products to hospitals in period $t$
- $w$: The rates of sending blood by fixed blood collection units to main blood centers
The inability rate of fixed blood collection unit $u$ to send blood products to hospitals in period $t$

$CE_{ht}$ The unit cost of the spoilage of the blood products sent to hospital $h$ in period $t$

$HC_{1jt}$ The unit cost of holding blood in main blood center $j$ in period $t$

$CO_{3jt}$ The operation cost per unit of blood in main blood center $j$ in period $t$

$CS_{2uht}$ The cost of sending a unit of blood from fixed blood collection unit $u$ to hospital $h$ in period $t$

$CS_{3jht}$ The cost of sending a unit of blood from main blood center $j$ to hospital $h$ in period $t$

$HC_{2uht}$ The unit cost of holding blood in main blood center $j$ in period $t$

$LC_{ht}$ The unit cost of holding blood in main blood center $j$ in period $t$

$CT_{1jt}$ The consumption duration of the blood product sent to hospitals from the main blood center $j$ in period $t$

$CT_{2uht}$ The consumption duration of the blood product sent to hospitals from fixed blood collection unit $u$ in period $t$

$D_{ht}$ Hospital demand $h$ in period $t$

**Decision variables**

$X_{mn}$ If mobile blood collection unit $n$ in period $t$ moves from location $e$ to location $m, 1$; otherwise, 0.

$Y_{imn}$ If mobile blood collection unit $n$ at location $m$ in period $t$ is assigned to donor group $i, 1$; otherwise, 0.

$T_{jut}$ If fixed blood collection unit $u$ in period $t$ is assigned to donor group $i, 1$; otherwise, 0.

$N_{imnjt}$ The amount of the blood received from donor group $i$ by mobile blood collection unit $n$ at location $m$ which is sent to main blood center $j$ in period $t$

$R_{ujt}$ If fixed blood collection unit $u$ is assigned to main blood center $j, 1$; otherwise, 0.

$M_{jut}$ The amount of the blood received from donor group $i$ by fixed blood collection unit $u$ in period $t$

$L_{ujt}$ The amount of the whole blood sent from fixed blood collection unit $u$ to main blood center $j$ in period $t$

$H_{uht'}$ The amount of the blood product sent from fixed blood collection unit $u$ to hospital $h$ in period $t$ to be consumed in period $t'$

$V_{jht'}$ The amount of the blood product sent from main blood center $j$ to hospital $h$ in period $t$ to be consumed in period $t'$

$IF_{uht}$ The inventory of fixed blood collection unit $u$ at the end of period $t$

$IM_{jt}$ The inventory of main blood center $j$ at the end of period $t$

$S_{ht}$ The shortage rate of hospital demand $h$ at the end of period $t$

Considering the above items, the purpose of presenting a mathematical model is to minimize the total costs of the supply chain and enhance the reliability of the main blood centers and the fixed blood collection units. The objective functions and the constraints of the proposed mathematical model are as follows:
Min \[ Z_1 = \sum_{n} \sum_{i} CM_{n\text{mt}}X_{n\text{mt}} + \sum_{i} \sum_{n} CO_{n\text{mt}}(\sum_{t} N_{i\text{mt}t}) + \sum_{i} \sum_{t} CO_{2\text{ut}}(\sum_{j} M_{i\text{ut}}) \]

\[ + \sum_{i} \sum_{j} CO_{3\text{p}}(\sum_{n} \sum_{t} N_{i\text{mt}jt} + \sum_{t} L_{i\text{jt}}) + \sum_{i} \sum_{n} \sum_{j} \sum_{t} CS_{1\text{mt}jt}N_{i\text{mt}jt} \]

\[ + \sum_{j} \sum_{i} \sum_{u} \sum_{h} CS_{2\text{ut}}L_{uht} + \sum_{j} \sum_{i} \sum_{n} \sum_{t} CS_{2\text{ut}}H_{uht} + \sum_{j} \sum_{i} \sum_{h} \sum_{t} CS_{3\text{ut}}V_{jht} \]

\[ + \sum_{j} \sum_{i} \sum_{h} CE_{h}(\sum_{j} \sum_{i} V_{jht}e^{-\lambda_{h\text{t}}} + \sum_{i} \sum_{n} \sum_{t} \sum_{j} H_{uht}e^{-\lambda_{u\text{t}}} ) \]

(1)

Max \[ Z_2 = \left( \sum_{j} \sum_{i} \sum_{h} \sum_{t} V_{jht}e^{-\lambda_{h\text{t}}} + \sum_{i} \sum_{n} \sum_{t} \sum_{j} H_{uht}e^{-\lambda_{u\text{t}}} \right) \]

(2)

Subject to:

\[ \sum_{n} \sum_{i} X_{n\text{mt}} \leq 1, \quad \forall m,t, \]

(3)

\[ \sum_{n} \sum_{i} X_{n\text{mt}} \leq \sum_{n} \sum_{i} X_{n\text{mt}-1}, \quad \forall m,t, \]

(4)

\[ \sum_{n} Y_{i\text{mt}} \leq \sum_{n} \sum_{i} X_{n\text{mt}}, \quad \forall i,m,t, \]

(5)

\[ N_{i\text{mt}jt} \leq BN \times Y_{i\text{mt}}, \quad \forall i,m,n,j,t, \]

(6)

\[ M_{i\text{ut}} \leq BN \times T_{i\text{ut}}, \quad \forall i,u,t, \]

(7)

\[ \sum_{n} \sum_{j} N_{i\text{mt}jt} + \sum_{u} M_{i\text{ut}} \leq MCa_{i\text{ut}}, \quad \forall i,t, \]

(8)

\[ d1_{im} \sum_{n} Y_{i\text{mt}} \leq md, \quad \forall i,m,t, \]

(9)

\[ d2_{im} T_{i\text{ut}} \leq md, \quad \forall i,u,t, \]

(10)

\[ \sum_{j} R_{i\text{ut}} \leq 1, \quad \forall u,t, \]

(11)

\[ L_{i\text{ut}} \leq BN \times R_{i\text{ut}}, \quad \forall u,j,t, \]

(12)

\[ L_{i\text{ut}} \leq w \sum_{j} M_{i\text{ut}}, \quad \forall u,j,t, \]

(13)

\[ IF_{u\text{t}} = IF_{u\text{t}-1} + (1-w)\sum_{j} M_{i\text{ut}} - \sum_{h} \sum_{t} H_{uht}, \quad \forall u,t, \]

(14)

\[ IM_{j\text{t}} = IM_{j\text{t}-1} + \left( \sum_{i} \sum_{n} N_{i\text{mt}jt} + \sum_{t} L_{i\text{jt}} \right) - \sum_{h} \sum_{t} V_{jht}, \quad \forall j,t, \]

(15)

\[ S_{ht} = S_{ht-1} + D_{ht} - \left( \sum_{u} \sum_{t} H_{uht} + \sum_{j} \sum_{t} V_{jht} \right), \quad \forall h,t, \]

(16)

\[ \sum_{i} \sum_{n} \sum_{j} N_{i\text{mt}jt} \leq Ca_{i\text{ut}}, \quad \forall n,t, \]

(17)

\[ IF_{u\text{t}} \leq Ca_{u}, \quad \forall u,t, \]

(18)

\[ IM_{j\text{t}} \leq Ca_{j}, \quad \forall j,t, \]

(19)

\[ N_{i\text{mt}jt}, M_{i\text{ut}}, S_{ht}, H_{uht}, V_{jht}, IF_{u\text{t}}, IM_{j\text{t}} \geq 0, \]

(20)

\[ X_{n\text{mt}}, Y_{i\text{mt}}, T_{i\text{ut}}, R_{i\text{ut}} \in \{0,1\}, \]

(21)
Eq. 1 shows the first objective function of the model, which aims to minimize the total costs of the blood supply chain network. The first part of this objective function is related to the transferring cost of mobile blood collection units. The rest of it includes operation costs in those units, operation costs in fixed blood collection units, operation costs in the main blood centers, cost of blood transfer from fixed blood collection units to the main blood centers, cost of transferring blood products from fixed blood collection units to hospitals, cost of transferring blood products from the main blood centers to hospitals, cost of holding inventories in fixed blood collection units, cost of holding inventories in the main blood centers, cost of the shortage in hospital demand, and cost of the expiration of blood products. In Eq. 2, the second objective function seeks to maximize the reliability of the main blood centers and fixed blood collection units by maximizing the average sum of the blood products sent from these centers to the demand points. Constraint (3) shows that a maximum of one mobile blood collection unit can stop at each candidate location in each period. Constraint (4) states that a mobile blood collection unit cannot be moved from the place where it has never belonged to it. Constraint (5) holds that blood donor groups cannot be assigned to locations with no blood collection unit. In constraint (6), mobile blood collection units are not allowed to receive blood from donor groups to which they are not assigned. However, constraint (7) allows fixed blood collection units to receive blood only from the donor groups to which they are assigned. The maximum capacity of blood donation by donor groups is shown in constraint (8). Constraints (9) and (10) prevent the allocation of donor groups to mobile and fixed blood collection units outside the geographical area of service. Constraint (11) states that each blood collection unit can refer its blood to a maximum of one main blood center in each period. Fixed blood collection units are not allowed to send blood to the main blood centers to which they are not assigned; this is done by constraint (12). In other words, fixed blood collection units can send blood only to the main blood centers to which they are assigned. Constraint (13) also specifies the maximum rate of the blood returned from fixed blood collection units to the main blood center. The blood inventories of the fixed blood collection units and the main blood centers at the end of each period are shown in constraints (14) and (15) respectively. Constraint (16) calculates the demand level for hospitals. Constraints (17) to (19) show the capacity of mobile blood collection units, fixed blood collection units, and main blood centers respectively. Ultimately, the type and the possible values of the decision variables of the proposed mathematical model are shown by constraints (20) and (21).

Solution methods

In many real-world decision problems, the number of objectives is higher than one. The objectives conflict together in many cases; therefore, optimizing one objective function makes at least one other objective function deviate from its ideal value. For example, in an optimization problem with the two objective functions of cost minimization and quality maximization, it is often impossible to provide a solution that simultaneously minimizes costs and maximizes quality. In such cases, the use of multi-objective decision-making methods is recommended ([21] ; [38] ; [1] ; [4] ). These methods turn a multi-objective problem into a single-objective one through a particular procedure. Thus, this study presents three solution methods to deal with a multi-objective problem. This section of the study is dedicated to the methods to solve the proposed model.

The improved version of the augmented ε-constraint method (AUGMECON2)
Most real-world problems are required to optimize several contradicting objectives simultaneously ([2] ; [5] ). In these problems, the optimal value of one objective makes the other objectives go far from their optimal values. Generally, there are several methods for solving multi-objective models, such as the widely-used weighted sum method ([27] ). This method changes multi-objective functions into single-objective ones and provides a Pareto optimal solution set. Another effective method of solving a multi-objective function is AUGMECON2, which is the improved version of the augmented ε-constraint. It was introduced by [26] to create a balance among objective functions, provide non-dominated solutions and reduce the time of computation ([25] ; [26] ). This is illustrated as the following equation:

$$\max \left( Z_1(x) + e \times \frac{S_2}{r_2} + 10^{-1} \times \frac{S_3}{r_3} + \ldots + 10^{-(p-2)} \times \frac{S_p}{r_p} \right)$$

subject to:

$$Z_k(x) - S_k = \varepsilon_k,$$

$$\forall k \in \{2, \ldots, P\}.$$ (22)

Where $Z_k(x)$ refers to the objective functions which need to be optimized, $e$ is a small number between $10^{-6}$ and $10^{-3}$, $\varepsilon_k$ represents the right-hand side of each objective function, $S_k$ is the surplus variable, and $r_1, r_2, \ldots, r_p$ are the range of the parameters for objective functions. The AUGMECON2 algorithm is provided in several steps as follows:

**Step 1.** Creating a payoff table by lexicographic optimization;

**Step 2.** Calculating the ranges ($r_k$) and setting a lower bound ($lb_k$) to objective function $k$ based on the payoff table;

**Step 3.** Creating the identical intervals ($g_k$) by dividing the $k^{th}$ objective function range;

**Step 4.** Obtaining the right-hand side of the associated constraint of the specific objective function using $\varepsilon_k = lb_k + i_k \times step_k$, where $i_k$ is the $k^{th}$ objective function counter and $step_k$ is calculated using $step_k = r_k / g_k$;

**Step 5.** Solving the problem;

**Step 6.** Checking the $S_k$ associated with the innermost objective function for each iteration using the bypass coefficient, $b = \text{int}(\frac{S_k}{step_k})$. When $S_k$ is greater than $step_k$, the same solution is set for the next iteration with the only difference being a surplus variable. This makes the iteration redundant; therefore, it can be bypassed, whereas no new Pareto optimal solution is generated;

**Step 7.** Obtaining a Pareto set based on the number of bypasses and grid points.

### Unscaled goal programming

Goal programming is a popular way to solve multi-objective optimization problems. It was presented first by [10] . Nowadays, goal programming is conducted by many researchers to solve various problems such as renewable energy production ([45] ), portfolio management ([8] ) and supply chain management ([39] ). The method seeks to find a solution to minimize the differences between the objective functions and their optimal values using Eq. 23:

$$\min \sum_{s=1}^{\ell} a_s h_s(d^+_s, d^-_s)$$

Subject to:
Where \( p \) is the number of the conflicting objective functions whose preference over one another is shown with parameter \( g_a \), and \( d^-_g \) and \( d^+_g \) represent the negative and the positive deviations of objective function \( g \) from its optimal values. Also, \( h_g(d^-_g, d^+_g) \) is calculated as Eq. 24:

\[
h_g(d^-_g, d^+_g) = \begin{cases} d^-_g & \text{for Min Problem} \\ d^+_g & \text{for Max Problem} \\ d^-_g + d^+_g & OW \end{cases}
\]  

(24)

In most multi-objective mathematical models, the objective functions have different scales, and the difference among their values is enormous. It may cause the objective function of the goal programming method to minimize the difference among the functions that are larger in scale. Given that in the basic mathematical model, the scales of the values in the first and the second objective functions are very different. Therefore, to solve the problem, an unscaled version of the goal programming method is used, as formulated in Eq. 25:

\[
\begin{align*}
\text{Min} & \quad \sum_{g=1}^{p} a_g h_g(d^-_g, d^+_g) \\
\text{Subject to:} & \quad \frac{f_x - d^+_g + d^-_g}{f_x} = 1 \quad \forall g \\
& \quad d^-_g, d^+_g \geq 0
\end{align*}
\]

(25)

Modified Weighted Chebyshev

Another method of solving multi-objective problems is modified Chebyshev. It is based on a precise procedure to find Pareto optimal solutions ([22]; [23]; [37]; [31]; [24]). The problem solving in this method occurs through the following equation:

\[
\begin{align*}
\text{Min} & \quad \eta + \omega \sum_{i=1}^{r} \left( \frac{z_i - z_i^*}{z_i^*} \right) \\
\text{Subject to:} & \quad y_i \left( \frac{z_i - z_i^*}{z_i^*} \right) \leq \eta \quad \forall i = 1, ..., r \\
& \quad u \in S
\end{align*}
\]

(26)

Where \( \eta \) is a free variable and \( \omega \) is a parameter that takes small positive values. Besides, the preference of the objective function \( r \) is determined using the weighting factor \( y_i \), hence \( \sum_{i=1}^{r} y_i = 1 \).
Numerical results

Consider a blood supply chain that seeks to minimize the total network costs and simultaneously maximize the reliability of blood centers. In order to evaluate the proposed mathematical model and the solution methods for this blood supply chain, first, the corresponding indicators are defined. In this regard, there are three indicators to consider, including the values of the objective functions calculated by each proposed method of executing the model and the time elapsed by that method (CPU time). Then, the proposed methods are compared through different numerical examples, as reported in Table 2.

| Table 2. Numerical examples generated for the mathematical model |
|-----------------------|-----|-----|-----|-----|-----|-----|-----|
| Example  | \(i\) | \(n\) | \(m\) | \(u\) | \(j\) | \(h\) | \(t\) |
| 1        | 5    | 3    | 5    | 3    | 2    | 6    | 30   |
| 2        | 8    | 4    | 9    | 4    | 1    | 6    | 30   |
| 3        | 10   | 5    | 10   | 5    | 2    | 10   | 60   |
| 4        | 8    | 3    | 9    | 3    | 3    | 13   | 41   |
| 5        | 13   | 6    | 10   | 3    | 2    | 11   | 30   |
| 6        | 12   | 6    | 12   | 4    | 1    | 14   | 52   |
| 7        | 11   | 7    | 10   | 4    | 1    | 10   | 50   |
| 8        | 7    | 3    | 15   | 5    | 3    | 16   | 45   |
| 9        | 10   | 6    | 9    | 3    | 1    | 15   | 58   |
| 10       | 8    | 4    | 8    | 6    | 2    | 17   | 59   |
| 11       | 13   | 5    | 9    | 3    | 1    | 15   | 43   |
| 12       | 11   | 8    | 12   | 3    | 2    | 16   | 51   |
| 13       | 9    | 5    | 16   | 3    | 1    | 16   | 34   |
| 14       | 10   | 2    | 8    | 6    | 2    | 6    | 80   |
| 15       | 8    | 3    | 14   | 5    | 1    | 13   | 52   |
| 16       | 11   | 4    | 11   | 3    | 3    | 10   | 36   |
| 17       | 12   | 5    | 15   | 3    | 1    | 14   | 38   |
| 18       | 11   | 5    | 8    | 3    | 2    | 8    | 30   |
| 19       | 9    | 6    | 8    | 5    | 3    | 7    | 33   |
| 20       | 11   | 7    | 9    | 4    | 2    | 11   | 60   |

The rate of transferring the blood received from fixed blood collection units to the main blood centers \((w)\) is considered to be 0.4. Furthermore, the inability of the main blood centers and fixed blood collection units to send blood products to hospitals \((\alpha_i, \alpha_u)\) is considered to be based on a uniform distribution between 0.02 and 0.05 for both types of centers. The other parameter values used in these numerical examples are reported in Table 3, all of which are based on a uniform distribution. In addition, the initial conditions required for the modified weighted Chebyshev method are assumed to be \(y_1 = 0.4\) and \(y_2 = 0.6\). The results of the modified weighted Chebyshev, unscaled goal programming, and the improved version of \(\varepsilon\)-constraint (AUGEMCON2) methods are collected in the numerical examples produced in Table 4. It should be noted that the GAMS software and a personal computer with Intel Core i7 6700 HQ specification (16 GB RAM) has been used to solve the model. Besides, the Pareto solutions set is shown in Fig. 2.

| Table 3. The parameter values used in the numerical example of the model |
|-----------------------|-----|-----------------------|-----|-----------------------|
| Parameter       | Value       | Parameter       | Value       |
| \(CM_{\text{ment}}\) | ~U(500, 900) | \(CE_{ht}\)   | ~U(6, 9)   |
| \(MCA_{it}\)   | ~U(9000, 15000) | \(HC_{2u}\) | ~U(1.5, 3) |
| \(CO1_{\text{mnt}}\) | ~U(3, 6)    | \(HC_{1it}\) | ~U(1.5, 3) |
| \(CO2_{\text{ut}}\) | ~U(3, 6)    | \(D_{ht}\)   | ~U(100, 700) |
\[ CO_j \sim U(4, 8) \quad Ca \sim U(900, 1900) \]
\[ CS_{maj} \sim U(1, 3) \quad Ca \sim U(120000, 130000) \]
\[ CS_{alt} \sim U(1, 3) \quad Ca \sim U(150000, 170000) \]
\[ CS_{jht} \sim U(2, 6) \quad U(50, 350) \]
\[ LC_{ht} \sim U(6, 9) \quad U(120000, 130000) \]
\[ CT_{ut} \sim U(0.75, 2.5) \quad U(0.75, 2.5) \]
\[ BN \quad U(50, 300) \]

Table 4. Results of performing the numerical examples on the model

<table>
<thead>
<tr>
<th>Example</th>
<th>Modified weighted Chebyshev</th>
<th>Unscaled goal programming</th>
<th>The improved version of ε-constraint (AUGEMCON2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( Z_1 (\text{MU}) )</td>
<td>( Z_2 (\text{MU}) )</td>
<td>Time (Second)</td>
</tr>
<tr>
<td>1</td>
<td>7799075</td>
<td>3951</td>
<td>1.137</td>
</tr>
<tr>
<td>2</td>
<td>2399371</td>
<td>55217</td>
<td>1.584</td>
</tr>
<tr>
<td>3</td>
<td>28743360</td>
<td>121123</td>
<td>16.757</td>
</tr>
<tr>
<td>4</td>
<td>26444340</td>
<td>37193</td>
<td>7.114</td>
</tr>
<tr>
<td>5</td>
<td>11474440</td>
<td>40307</td>
<td>26.505</td>
</tr>
<tr>
<td>6</td>
<td>52214630</td>
<td>37924</td>
<td>10.999</td>
</tr>
<tr>
<td>7</td>
<td>16783070</td>
<td>130918</td>
<td>124.003</td>
</tr>
<tr>
<td>8</td>
<td>47277670</td>
<td>57787</td>
<td>1006.71</td>
</tr>
<tr>
<td>9</td>
<td>435321640</td>
<td>93198</td>
<td>80.228</td>
</tr>
<tr>
<td>10</td>
<td>6992390</td>
<td>112433</td>
<td>14.853</td>
</tr>
<tr>
<td>11</td>
<td>34954250</td>
<td>47815</td>
<td>6.568</td>
</tr>
<tr>
<td>12</td>
<td>39412040</td>
<td>133293</td>
<td>198.815</td>
</tr>
<tr>
<td>13</td>
<td>119605200</td>
<td>12152</td>
<td>12.956</td>
</tr>
<tr>
<td>14</td>
<td>10894690</td>
<td>156425</td>
<td>42.257</td>
</tr>
<tr>
<td>15</td>
<td>34547540</td>
<td>96494</td>
<td>7.7</td>
</tr>
<tr>
<td>16</td>
<td>7639785</td>
<td>89050</td>
<td>1003.48</td>
</tr>
<tr>
<td>17</td>
<td>14628710</td>
<td>108865</td>
<td>5.961</td>
</tr>
<tr>
<td>18</td>
<td>5366930</td>
<td>52745</td>
<td>15.644</td>
</tr>
<tr>
<td>19</td>
<td>9453089</td>
<td>21751</td>
<td>9.182</td>
</tr>
<tr>
<td>20</td>
<td>32908920</td>
<td>110288</td>
<td>205.366</td>
</tr>
<tr>
<td>Average</td>
<td>30543057</td>
<td>75946.45</td>
<td>139.8862</td>
</tr>
</tbody>
</table>
Statistical analysis

The Tukey method has been used to analyze the results of the three solution procedures, compare them together and resolve the first mathematical model. This method often serves to compare more than two samples, and it performs well by comparing pairs of mean averages ([28] ). Considering the confidence level of 95%, the three proposed solutions are statistically compared for all the three defined evaluation indicators. In each comparison, the zero assumption (H0) is equality of the mean of the proposed solution methods' outcomes. The opposite assumption (H1) seeks to reject this assumption by claiming that at least one of the means is not equal to the others. This hypothesis test is performed for all the three specified indicators, i.e., the values of the first and the second objective functions as well as the CPU time. The results of this test, performed with the Minitab 19 software, are presented in Table 5.

As the table suggests, considering that the P-value for the indices of the first and the second objective functions is higher than the significant level (0.999 > 0.05 for the first function and 0.976 > 0.05 for the second function), the null hypothesis regarding the first and the second indicators is accepted. It means that, based on the confidence level of 0.95 and according to the first and the second objective function values, there is no significant difference among the results obtained from the three proposed solution methods. The zero assumption about the CPU time index is also rejected. According to Table 5, the P-value of 0.045, which is less than 0.05, denotes the rejection of the null hypothesis.

Table 5. Results of the statistical hypothesis test for the proposed indicators

<table>
<thead>
<tr>
<th>Source</th>
<th>Degree of freedom</th>
<th>SS</th>
<th>MS</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>The first OBJ</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Behavior</td>
<td>2</td>
<td>1.72E+12</td>
<td>8.58E+11</td>
<td>0.999</td>
</tr>
<tr>
<td>Error</td>
<td>87</td>
<td>5.16E+16</td>
<td>5.94E+14</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>89</td>
<td>5.16E+16</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>The second OBJ</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Behavior</td>
<td>2</td>
<td>115246272</td>
<td>57623136</td>
<td>0.976</td>
</tr>
<tr>
<td>Error</td>
<td>87</td>
<td>2.02275E+11</td>
<td>2324997591</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>89</td>
<td>2.02390E+11</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>CPU time (s)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Behavior</td>
<td>2</td>
<td>200433</td>
<td>100217</td>
<td>0.045</td>
</tr>
<tr>
<td>Error</td>
<td>87</td>
<td>2703854</td>
<td>31079</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>89</td>
<td>2904287</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The best solution method

Based on the results of the numerical examples and the statistical tests of comparison, it is not possible to determine a superior solution method in terms of all the three criteria. Hence, the VIKOR technique is applied for this purpose. This technique is a practical one for decision-making problems with non-compliant criteria ([32]; [36]; [3]). Since the ranking of the criteria depends on their weight, the VIKOR technique is quite responsive. The results of implementing the technique are reported in Table 6. As it turns out, the improved version of $\varepsilon$-constraint (AUGEMCON2) performs the best in most of the examples.

<table>
<thead>
<tr>
<th>Example</th>
<th>W1</th>
<th>W2</th>
<th>W3</th>
<th>Best algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.40</td>
<td>0.30</td>
<td>0.30</td>
<td>The improved version of $\varepsilon$-constraint (AUGEMCON2)</td>
</tr>
<tr>
<td>2</td>
<td>0.35</td>
<td>0.35</td>
<td>0.30</td>
<td>The improved version of $\varepsilon$-constraint (AUGEMCON2)</td>
</tr>
<tr>
<td>3</td>
<td>0.45</td>
<td>0.20</td>
<td>0.35</td>
<td>The improved version of $\varepsilon$-constraint (AUGEMCON2)</td>
</tr>
<tr>
<td>4</td>
<td>0.35</td>
<td>0.25</td>
<td>0.40</td>
<td>Modified Weighted Chebyshev</td>
</tr>
<tr>
<td>5</td>
<td>0.25</td>
<td>0.50</td>
<td>0.25</td>
<td>Modified Weighted Chebyshev</td>
</tr>
<tr>
<td>6</td>
<td>0.30</td>
<td>0.40</td>
<td>0.30</td>
<td>Unscaled goal programming</td>
</tr>
</tbody>
</table>

Analysis of sensitivity

To evaluate the effect of the variations in the main parameters of the model on the results of the objective functions, a sensitivity analysis is performed in this section. Based on the results of the VIKOR technique, the improved version of the $\varepsilon$-constraint (AUGEMCON2) method has already been selected as the best method. So, the sensitivity analysis is performed using this method. The outcome of the analysis is indicated in Fig. 3. In the first step, the effect of the change in the objective functions is analyzed based on certain changes made in the $MCA_{it}$, $md$, $Ca_{n}$ and $w$ parameters. As the values of these parameters are changed for 5%, 10%, 15%, 20%, 25%, 30%, 35% and 40%, the following results are obtained:

✓ According to the diagrams in Fig. 3a, an increase in the value of $MCA_{it}$ parameter leads to a decrease in the first objective function. It increases the value of the second objective function as well. This means that the more blood is donated in each period, the greater the reliability of the blood centers and the lower the costs of the entire chain;

✓ An increase in the value of $md$ parameter for 5% raises the first objective function but decreases the second objective function, as compared to their initial values. At the other rates of increase, however, it reduces the first objective function and increases the second one, as compared to their initial values (Fig. 3b);

✓ An increase in the value of $Ca_{n}$ parameter for 5% increases the first objective function, but, at the other rates of increase, it decreases this function. Also, an increase in the value of this parameter at all the rates leads to a rise in the second objective function. These effects are shown in the diagrams of Fig. 3c;

✓ As the diagrams in Fig. 3d demonstrate, an increase in the value of parameter $w$ at the rates of 15% and 40% decreases the value of the first objective function and increases that of the second one. At the other rates of increase, however, it leads to a rise in the first objective function but a reduction in the second one.
Fig. 3. Reaction of the objective functions to the changes in parameters $M_Ca_i$, $md$, $C_a$ and $w$
Managerial insights

As a vital element in human life, blood is an issue that can be very valuable to address. Despite all efforts to find an alternative to blood, there is still no suitable alternative. It means that the only way to supply the blood needed by a patient in need is to receive it from another human body and inject it into the patient's body which involves various processes. Initially, the donor goes to a blood donation center to donate blood. Next, the whole blood received is sent to the relevant laboratories to be converted into blood products and consumed. Finally, the produced blood products are distributed to hospitals and demand centers to be injected into the needy bodies. Given that all the processes mentioned concerning blood are related to each other in a series, it can be examined in supply chain management. Analyzing the blood in the form of a supply chain network helps managers to manage it more easily. It should also be noted that blood supply chain management has fundamental differences from most supply chains mentioned in this manuscript, and managers can pay special attention to it. Making appropriate decisions to collect and receive blood from donors to reduce the risk of not having a complete blood supply is essential that managers can consider and manage using the concept of the supply chain. In addition, excessive blood donation from donors and excess demand for blood products may lead to blood loss and increased costs. On the other hand, a lack of blood products when needed may lead to the loss of patients' lives. All in all, it can be concluded that by using the blood supply chain, managers can prevent the loss of this valuable substance to a great extent and have more control over the consumption or loss of this helpful substance.

Conclusion and recommendations for future research

This study dealt with a supply chain network design problem. Since most of the individual pieces of research in the field of blood resource management have failed to comprehensively examine the major levels in a blood supply chain, the present study undertook the designing of an appropriate blood supply chain network through a different mathematical model. The model accounted for perishability and shortage as two important indicators in the blood supply chain. It also involved two objective functions to minimize the costs of the chain and, at the same time, maximize the average amount of the blood sent from blood centers to hospitals. The problem was examined in the case of a single product. The modified weighted Chebyshev method, unscaled goal programming and the improved version of $\varepsilon$-constraint (AUGEMCON2) were practiced to solve the model. Three indicators, including the values of the two objective functions and the CPU time of the mathematical model, were adopted to evaluate the proposed solution methods, and the model was performed in 20 different numerical examples. The Tukey test was used to statistically compare the three solution methods based on the evaluation indicators. In this test, the equality of the mean values of the numerical examples obtained through all the three proposed solution methods was considered as a null hypothesis. The inequality of at least one of them with the other methods was considered as the opposite hypothesis. The null hypothesis concerning the indices of the objective functions was accepted through the statistical hypothesis test. This means that there was no significant difference among the answers generated in the three solution methods. However, the hypothesis was rejected about the CPU time index, meaning that there was a significant difference between the mean solution times of the three proposed methods. Then, to select the superior method, the VIKOR technique was used; the improved version of $\varepsilon$-constraint (AUGEMCON2) was selected as the best method. Finally, several sensitivity analyses were performed to investigate the reaction of the objective functions to the changes in the model parameters.
Certain recommendations may be taken in future attempts to develop supply chain models. First, uncertainty can be added to models and specific techniques may be used to deal with it, such as fuzzy decisions and scenarios. Secondly, the possibility of using alternative blood groups may be examined for injection into those who need them. Thirdly, heuristic or meta-heuristic approaches can be used to solve mathematical models, especially in large dimensions, and to assess their efficiency in all sizes. Finally, the mathematical model proposed in this study is suggested to be implemented in a real case study to ensure the accuracy of the obtained results according to the selected case. Another important topic that many researchers have considered in recent years is environmental pollution caused by the activities of supply chain components. In supply chains, various factors affect the increase of environmental pollutants, one of the main of which is pollution caused by transportation. Given that the transport of blood and blood products is one of the main components of the blood supply chain, the blood supply chain study under environmental considerations can be significant.
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